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LevenbergMarquardt method is a kind of trust-region method in Numerical Optimization.
It can be used to solve nonlinear least square problem. In effect, trust-region menthod choose
the direction and length of the step simultaneously. For a nonlinear least square problem:

F (x) =
1

2
‖f(x)‖2 (1)

Based on the Taylor-series expansion of f(x), we can get

f(xk + p) = f(xk) + J(xk)p+O(pTp) (2)

F (xk + p) ≈ 1

2
‖f(xk)‖2+pTJT (xk)f(xk) +

1

2
pTfT (xk)f(xk)p = mk(p) (3)

To obtain each step, we seek a solution of the subproblem

min
p∈Rn

mk(p) =
1

2
‖f(xk) + J(xk)p‖2 s.t.‖Dkp‖2≤ µk (4)

where µk > 0 is the trust-region radius and we limit step p to an ellipse. Using the Lagrange
Multiplier method, we can turn it into an unconstrained Optimization problem

min
p∈Rn

=
1

2
‖f(xk) + J(xk)p‖2+λ

2
‖Dkp‖2 (5)

In discussing this matter, we sometimes drop the iteration subscript k of (5). By taking the
derivative of it with respect to p, we can obtian the solution p∗ of (5) satisfies(

JTJ + λDTD
)
p∗ = −JTf (6)

Let H = JTJ and g = −JTf , (6) can also be written as(
H + λDTD

)
p∗ = g (7)

On the one hand, when λ is small, the approximation effect of the quadratic model is good
and the LM method is closer to Gauss-Newton menthod. On the other hand, when λ is large,
the LM method is closer to first order gradient descent method.

Strategy for choosing the trust-region radius µk at each iteration is one of the key problems
in a trust-region algorithm. We base this choice on on the agreement between the objctive
function f and model function mk at previous iterations

ρk =
F (xk)− F (xk + pk)

mk(0)−mk(pk)
(8)
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Note that since the step pk is obtained by minimizing the model mk over a region that
includes p = 0, the denominator will always be nonnegative. Hence, if ρk is negative, the
new objective value is greater than the current value, so the step must be rejected. On the
other hand, if ρk is close to 1, the agreement between mk and f is good, so it is safe expand
the trust region for the next iteration. If ρk is close to zero or negative, we shrink the trust
region at next iteration, but if it is positive but significantly smaller than 1, we do not alter
the trust region. The whole descriptions of the LM method is as follows:

Algorithm 1 Levenberg Marquardt method

Input: xk, ρl, ρh, λk, µk, lc, M , ε1, ε2.
Initialize: k = 0, ρl = 0.25, ρh = 0.75, λ0 = 1, µ0 = 2, lc = 0.75.
1: while k < M do
2: Compute Jk, Hk, gk and obtain pk.
3: Evaluate ρk. ρk = F (xk)−F (xk+pk)

mk(0)−mk(pk)

4: if ρk > ρh then
5: λk+1 = 1

2
λk;

6: if λk+1 < lc then
7: λk+1 = 0;
8: end if
9: else if ρk < ρl then

10: Find a new µk.
11: λk+1 = λk ∗ µk;
12: end if
13: if F (xk) > F (xk + pk) then
14: xk+1 = xk + pk;
15: µk+1 = µk;
16: end if
17: if ‖pk‖∞< ε1 and ‖fk‖∞< ε2 then
18: break;
19: end if
20: end while
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